
1. Introduction
The 4–6 July, 2019 Mw 7.1 Ridgecrest earthquake sequence of Searles Valley is the third major sequence to take 
place within the Eastern California Shear Zone (ECSZ) in recent history. The Ridgecrest earthquake occurred 
20 years after the 1999 Mw 7.1 Hector Mine earthquake and 27 years after the 1992 Landers earthquake sequence, 
which included the Mw 6.1 Joshua Tree foreshock (23 April 1992), the Mw 7.3 Landers mainshock (28 June 1992), 
and the Mw 6.2 Big Bear aftershock (28 June 1992) (Hauksson et al., 1993). Like its predecessors, the Ridgecrest 
earthquake was a predominately right-lateral strike-slip event on a network of NW-SE oriented faults, consist-
ent with the dominant deformation in the ECSZ. In addition to the July 6 (03:19:53 UTC) Mw 7.1 mainshock, 
the Ridgecrest earthquake sequence also featured a Mw 6.4 left-lateral foreshock on July 4 (17:33:49 UTC). 
This strong foreshock ruptured a series of NE-SW oriented faults, orthogonal to the mainshock rupture at its 

Abstract The 2019 Ridgecrest earthquake sequence manifested as one of the most complex fault surface 
ruptures observed in California in modern times. The M6.4 foreshock and M7.1 mainshock occurred on an 
intricate network of orthogonal and sub-parallel faults resulting in observable surface displacement and surface 
rupture captured by geodetic data. Here we present the application of a high-resolution 3D finite element model 
(FEM) approach to invert for the detailed fault slip of the entire sequence using complex rheology and fused 
coseismic Global Navigation Satellite System (GNSS) data with Sentinel-1 differential interferometric synthetic 
aperture radar and pixel offset data. The heterogeneous FEM and the fused geodetic data set of pixel offsets, 
interferograms, and GNSS data results in our optimal inversion solution. This preferred solution is a complex, 
high-resolution non-planar slip model of both the M6.4 and M7.1 events that features three main regions of 
large slip (6.9+ m), with depths ranging from 2 to 10 km. The regions of slip are bounded by the mainshock 
hypocenter and the mainshock aftershocks and appear to be related to spatially varying rheological properties. 
We successfully reproduce a localized region of observed subsidence in the northern portion of the primary 
fault through the inclusion of a curved fault strand with a significant dip-slip component. The curved fault 
strand is the site of our maximum slip of 7.4 m at a depth of 4.2 km. The results demonstrate a robust fit from a 
more complete, detailed model for the entire seismogenic zone with reasonable computational cost, providing 
new insights into the governing rheologic and structural processes.

Plain Language Summary The 2019 Ridgecrest, California earthquake sequence consisted of two 
main earthquakes: the M6.4 foreshock and the M7.1 mainshock. Understanding the structure and behavior of 
the faults responsible for these earthquakes is important to earthquake hazard and forecasting. We construct a 
complex 3D model representing the earth's interior at the location of the Ridgecrest earthquake using triangular 
building blocks. By combining Global Positioning System and different microwave remote sensing data, we 
produce a detailed map of how the ground deformed, even close to the faults. We use this deformation map to 
fine tune our 3D model and determine in which direction and by how much the faults moved during the M6.4 
and M7.1 earthquakes. We find that the faults had large movement of almost 7 m in three regions at depths 
of 2–10 km. The largest movement of 7.4 m occurs north of the mainshock at an offshoot of the main fault 
where our mapped deformation shows the ground sinking. The locations of large fault movement coincide with 
regions of low aftershock activity and particular earth material.
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southernmost end (Figure 1). This cross-faulting was also observed in the Landers sequence; however, unlike the 
Ridgecrest sequence, the Landers right-lateral mainshock preceded the left-lateral Big Bear aftershock.

The active deformation and high seismicity within the ECSZ is driven by the stress and strain resulting from the 
annual ∼50 mm relative motion between the Pacific and North American plates (DeMets & Dixon, 1999). Accom-
modating nearly 25% of the relative plate motion, the ECSZ is second only to the San Andreas Fault (SAF), which 
is the surface manifestation of the dominant plate boundary (Dokka & Travis, 1990; Sauber et al., 1986, 1994). 
The ECSZ extends as far north as Owens Valley and as far south as the Mojave Desert. It is bounded by the SAF 
and Sierra Nevada on the west and the Basin and Range on the east. The NE-SW trending Garlock fault separates 
the ECSZ into the Walker Lane (WL) region to the north and the Mojave block region to the south. The Ridge-
crest earthquake sequence occurred within the southernmost section of the Walker Lane portion of the ECSZ (Liu 
et al., 2010; Dixon & Xie, 2018), rupturing a complex series of unmapped conjugate faults (Stewart et al., 2019).

Fortunately, these largely unforeseen earthquakes occurred in a sparsely populated area, resulting in relatively 
little damage and no deaths. Nonetheless, these events reveal how little we know about this geologically young 
fault zone and its role in the SAF system. Accurately characterizing the Ridgecrest earthquake sequence in all its 
complexity is essential to earthquake forecasting and regional seismic hazard modeling.

The Ridgecrest earthquake sequence is the best recorded event in the United States to date, generating extensive, 
high-quality datasets (Taira & Bent, 2020). Data collected include time-sensitive fault mapping and field obser-
vations (Duross et al., 2020; Ponti et al., 2020; Stewart et al., 2019); structure from motion surveys (Donnellan 
et al., 2020); static offset and high-rate Global Navigation Satellite System (GNSS) (Brooks et al., 2020; Mattioli 
et al., 2020; Melgar et al., 2019); synthetic aperture radar (SAR), Sentinel-1 A/B, COSMOS-SkyMed, ALOS-2 
(Chen et al., 2020; Jin & Fialko, 2020; Tung et al., 2021; Wang et al., 2020); optical, Planet Labs (Barnhart 
et  al., 2019; Milliner & Donnellan, 2020), WorldView (Antoine et  al., 2021; Barnhart et  al., 2019), Pleiades 
(Antoine et al., 2021), and Sentinel-2 (Barnhart et al., 2019); LIDAR (Hudnut et al., 2020); borehole strainmeter 
recordings (Pollitz et al., 2020); and strong motion waveform data (Liu et al., 2019). This assortment of data has 
led to a considerable number of studies evaluating the coseismic fault slip of the event using diverse modeling 
approaches and data combinations. Despite differing data and methodology, the majority of literature (Barnhart 
et al., 2019; Goldberg et al., 2020; Liu et al., 2019; Magen et al., 2020; Pollitz et al., 2020) feature fault slip 
models characterized by a peak slip of 4–6 m within 15 km of the hypocenter at depths in the uppermost 10 km. 
A few studies propose a larger peak slip of 7–9 m in the same general location (Qiu et al., 2020; Ross et al., 2019; 
Tung et al., 2021).

Several of these studies used multiple rectangular fault segments of constant strike to approximate the curved 
fault geometry (Feng et al., 2020; Jin & Fialko, 2020; Liu et al., 2010; Magen et al., 2020; Pollitz et al., 2020; 
Qiu et al., 2020; Ross et al., 2019). Alternatively, Barnhart et al. (2019) and Goldberg et al. (2020) use triangular 
elements to discretize the mainshock and foreshock fault planes; however, the preferred mainshock model in 
Barnhart et al. (2019) uses a single continuous fault with varying strike and dip, while Goldberg et al. (2020) 
uses four faults with a vertical dip. Although Tung et al. (2021) constructs complex continuous curvilinear fault 
surfaces using a Finite Element Model (FEM) mesh incorporating complex rheology, the fault model is limited 
to the primary mainshock (NWF) and foreshock (SWF) fault strands. Furthermore, Tung et al. (2021) limits their 
analysis to Interferometric Synthetic Aperture Radar (InSAR) data, without incorporating the near-field pixel 
offsets where InSAR coherence is less than 0.4.

While both triangular element derived Green's functions and FEM derived Green's functions can be used to honor 
complex fault geometries, FEM derived Green's functions have the unique ability to incorporate detailed rheol-
ogy. FEM derived Green's functions have been applied to deriving slip for various stages of the earthquake cycle, 
including the coseismic (Currenti et al., 2008; Hashima et al., 2016; Hsu et al., 2011; Masterlark, 2003; Masterlark 
& Hughes,  2008; Tung & Masterlark,  2018; Tung et  al.,  2021), interseismic (Williams & McCaffrey,  2001; 
Williams & Wallace, 2015, 2018; Zhu & Zhang, 2013), and postseisimic (Freed, 2007; Masterlark et al., 2001; 
Takeuchi & Fialko, 2013) periods.

Our study is the first to use a high-resolution 3D FEM with multisegment fault geometry, detailed rheology, 
and fused geodetic data observations composed of pixel offsets, InSAR, and GNSS data to solve for finite 
fault slip for the Ridgecrest sequence. We reproduce the complex geometry of the Ridgecrest earthquake fault 
rupture by using satellite imagery fault-rupture data to constrain the multisegment fault geometry in great 
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detail through high-resolution discretization of 500 m at the fault surface. Our detailed multisegment model 
uniquely captures the right-step in the northern portion of the main fault rupture responsible for the significant 
1.1 m of coseismic subsidence in a predominately right-lateral event. Additionally, our study solves for vari-
able rake and inverts for optimal fault dip while other studies (Goldberg et al., 2020; Liu et al., 2019; Pollitz 

Figure 1. Overview maps of the Ridgecrest earthquake sequence and tectonic setting. Teal rectangle in inset map outlines 
the location of larger map with sequence details. Maps feature surface fault rupture trace (red line) (SCEC Ridgecrest Event 
Response, Mike Oskin), Global CMT focal mechanisms for Mw6+ earthquakes since 1976 plotted at centroid locations, 
regional (<40 km from mainshock) M2.5+ aftershocks spanning one year after M6.4 event (purple circles). Epicenters (red 
stars) for M7.1 and M6.4 are shown and linked to their CMT focal mechanism. Also plotted are the synthetic aperture radar 
data footprints (gray rectangles) and Global Navigation Satellite System stations (orange triangles), the Eastern California 
Shear Zone-Walker Lane (transparent tan region), and Quaternary faults (black lines), including San Andreas (green line) and 
Garlock faults (blue line), from the Fault Activity Map of California. Background imagery is DEM hillshade from USGS The 
National Map: 3D Elevation Program.
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et al., 2020; Qiu et al., 2020) simplify their mainshock inversions to pure 
strike-slip motion on vertically dipping faults. Lastly, our study provides 
a detailed analysis on the effects of complex rheology on the final slip 
solutions.

In this paper, we present our 3D FEM inversion approach to character-
izing the Ridgecrest earthquake sequence. In Section  2, we provide an 
overview of the geodetic data used in the inversion. Section 3 describes 
the FEM inversion methodology, including the construction of the fault 
mesh and domain, the calculation of Green's functions from the FEM, our 
least squares inversion approach to solving for slip and variable rake, and 
the geodetic data integration into a single fused 3D displacement data set. 
Section 4 presents the inverted slip and rake and outlines the performance 
of the inversion while Section 5 evaluates the results relative to other stud-
ies and ground-based field observations.

2. Geodetic Displacement Data
For our study, we exploit both Nevada Geodetic Laboratory (NGL) Global Positioning System (GPS) Coseis-
mic Displacement 5 min Solutions and coseismic ESA Sentinel-1 A/B SAR imagery. The arid to semi-arid 
desert and sparsely vegetated setting of the earthquake make it the ideal location for achieving high coher-
ence using C-band SAR imagery (Barnhart et  al.,  2019; Jin & Fialko,  2020; Wang et  al.,  2020). We use 
five single-look complex (SLC) SAR images, two ascending and one descending preseismic SLCs and one 
ascending and one descending postseismic SLC (Table 1). The two ascending preseismic SLCs are stitched 
to cover our entire region of interest. From these SLCs, we generate eight products: ascending and descend-
ing interferograms and coherence images (Figure 2), ascending range and azimuth offsets, and descending 
range and azimuth offsets (Figure  3). The geocoded unwrapped, topo-corrected interferograms and pixel 
offsets were produced using the topsApp workflow in the Jet Propulsion Laboratory (JPL) InSAR Scientific 
Computing Environment (ISCE) (Rosen et  al.,  2012). Processing steps accomplished within the standard 
ISCE topsApp workflow include cropping SLCs, frame and subswath stitching, multilooking data to 13 
looks in range and two looks in azimuth to produce a ∼30 × 30 m square pixel, geometrical coregistration 
(Sansosti et al., 2006), fine azimuth coregistration using enhanced  spectral diversity (Fattahi et al., 2017), 
unwrapping using SNAPHU algorithm (Chen & Zebker, 2002), and geocoding and topography correction 
using a range-doppler geometric approach (Loew & Mauser, 2007; Meier et al., 1993), 30 m SRTM DEM, 
and real-time (restituted) orbit state vectors. The SLCs are cropped to a 91 km (range) × 89 km (azimuth) 
region with the fault at its center.

We derive full 3D displacements, (du, dn, de) (Figure 4), from the ascending and descending SAR pixel offsets 
and the radar imaging geometry. We apply a least squares fit to solve the overdetermined system of equations 
described in Fialko and Simons (2001):
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where θ is the incidence angle and α is the azimuth of the satellite heading (geographical heading) and dr and daz 
is displacement in slant range and azimuth, respectively. The average headings and incidence angles are 350° and 
41° for the ascending data and 190° and 39° for the descending data. See Text S1 in Supporting Information S1 
for details on the error analysis.

Our GNSS data consists of NGL GPS Coseismic Displacement Rapid 5 min Solutions for both the 6.4 and 7.1 
events. We create a cumulative displacement product representing the total 3D surface displacement for shared 
stations for the Ridgecrest sequence.

Sensor Direction Path Frame
Date (yyyy/

mm/dd)
Start time 

(UTC)
Stop time 

(UTC)

S1A ASC 64 109 2019/07/04 01:50:23 01:50:51

S1A ASC 64 114 2019/07/04 01:50:49 01:51:16

S1A DSC 71 474 2019/07/04 13:51:58 13:52:25

S1B ASC 64 113 2019/07/10 01:49:59 01:50:26

S1A DSC 71 474 2019/07/16 13:51:59 13:52:26

Table 1 
Synthetic Aperture Radar Data Overview
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3. Methods
In this section we describe our 3D FEM inversion approach to solving for static fault slip and variable rake for the 
mainshock and foreshock jointly using fused geodetic displacement data.

Figure 2. Line of sight displacement images in meters for (a) ascending and (b) descending unwrapped interferograms. Coherence images for (c) ascending and (d) 
descending interferograms.
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3.1. Finite Element Modeling

We construct a 3D mesh representing the earth's structure using the CUBIT meshing software (Blacker 
et al., 2016). To aid the meshing discretization process, we construct a model consisting of four blocks, a fault 
block embedded in a near-field block, embedded in an far-field block, overlaying a mantle block (Figure 5). Our 
model domain is 500 × 500 × 500 km to minimize boundary effects. The origin of our model is the Ridgecrest 
mainshock epicenter (35.770°N, 117.599°W). We set the near and far-field block thickness to 35 km using the 

Figure 3. Azimuth pixel offsets in meters for (a) ascending and (b) descending single-look complexs (SLCs). Slant range pixel offsets in meters for (c) ascending and 
(d) descending SLCs.
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Moho depth from Zhu and Kanamori (2000). We expand the dimensions of 
the fault block beyond the extent of the fault surface ruptures and the maxi-
mum depth of 10 km of the seismogenic zone (Ross et al., 2019) to minimize 
edge effects (Freymueller et  al., 1994). Our resulting fault block is 18 km 
wide, 50 km long, and 22 km high.

In constructing our fault block, we constrain the fault geometry by using 
smoothed fault surface traces derived from space-based imagery (SCEC 
Ridgecrest Event Response Page, Mike Oskin) (Figure 6). Our chosen model 
presented here underwent multiple iterations involving the testing of addi-
tional parameters which are explained in detail in Text S1–S7 in Supporting 
Information S1. The final model features three mainshock fault strands (F1, 
F2, F3) with an 86° dip and one foreshock fault (F4) with an 66° dip. While 
we do use a simplified mesh efficiently optimize the dip (Beavan et al., 2012), 
we believe it is a valid approach since we assume the overall dip solution is 
not significantly impacted by small wavelength features and localized fault 
geometry complexities.

We discretize our mesh to varying resolutions to exploit the spatial resolu-
tion of the displacement data while maintaining computational feasibility. 
We control the resolution of our blocks by specifying interval size through 
a heuristic sizing scheme and by setting the growth factor to 1.3, allowing 
approximately 30% growth in each layer of adjacent cells. We first apply  a 
meshing resolution of half a kilometer to the top-most surface of the fault 
block along with a heuristic sizing factor of 4.5 resulting in a mesh density 
of ∼1.5  km in the remainder of the fault block. The discretization of the 
fault block yields 1,233 split nodes on the surface representing the fault 
interface. The mesh resolution is incrementally increased by a heuristic 
sizing factor of 3.5 for the near-field block, seven for the far-field block, and 
seven for the mantle block, resulting in a resolution of 0.5 km at the fault, 
∼75 km at the outermost edges of the top of the model, and ∼106 km at the 
bottom of  the  model. The resulting mesh features a total of 207,075 tetra-
hedral elements composed of 38,652 total nodes with 6,609 of those nodes 
at the model surface. CUBIT, by default, optimizes the quality of the mesh 
by automatically adjusting element connectivity and smoothing. We assess 
the quality of our final mesh by utilizing CUBIT's condition number metric 
calculation for tetrahedral elements which reports a reliable mesh quality 
range of 1.0–7.79.

To evaluate the impact of complex rheology on the inversions, we test two 
rheology types: (a) a 3D simple elastic structure representing crust-mantle 
layering, hereinafter referred to as the homogeneous FEM, and (b) a 
complex rheology using the SCEC Community Velocity Model, hereinafter 
referred to as heterogeneous FEM. For the homogeneous FEM, the rigid-
ity (lambda = mu) of the fault, near-field, far-field, and mantle blocks are 
set to the nominal values of 30, 30, 30, and 70  GPa, respectively (Fialko 
et  al.,  2005; Turcotte & Schubert, 2002). For the heterogeneous FEM, we 
query the SCEC Community Velocity Model (SCEC CVM-S4.26) (Lee 
et al., 2014; Small et al., 2017) for Vs, Vp, and density values for every node 
in our mesh. Using these queried values, we compute lambda and mu for all 
38,652 nodes. For nodes outside the SCEC CVM domain, we assign values 
of lamba = mu = 70 GPa if the node depth is deeper than 35 km, and values 
of lamba = mu = 30 GPa if the node depth is shallower than 35 km. We 
calculate the final lambda and mu values for all 207,075 elements by averag-
ing the values of its corresponding nodes (Figure 7).

Figure 4. East-west, north-south, and up-down displacements derived from 
S-1 A/B pixel offsets.
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3.2. Generating Green's Functions

To solve for slip and variable rake for the Ridgecrest earthquake, we construct Green's function solutions for 
earthquake displacements by expanding the capabilities of the JPL Geophysical Finite Element Simulation Tool 
(GeoFEST) software (Parker et al., 2008, 2010). GeoFEST is a simulation system that solves the elliptical partial 
differential equations (PDE) of elastostatics or viscoelastics. This system of PDEs is subject to boundary condi-
tions such as fault slip dislocation. Fault slip is implemented through split nodes (Melosh & Raefsky, 1981) that 
define screw or tensile dislocation on the fault without impacting mesh geometry. In the case of elastic earthquake 
deformation in a 3D domain, GeoFEST models surface displacement given a user defined 3D mesh describing 
the earth system's fault split nodes and supply Lame parameters (λ and μ) for isotropic elastic behavior. Instead of 

Figure 5. Mesh model blocks in (a) oblique view and (b) top view, zoomed into the near-field and fault blocks. The fault surface trace used in the construction of the 
fault block is highlighted in red.

Figure 6. Top view of fault block (a) in solid form overlaid with original fault surface traces (SCEC Ridgecrest Event 
Response Page, Mike Oskin), (b) in solid form overlaid with smoothed fault surface traces, and (c) in mesh form. The 
colored blocks represent the final subdivision of the blocks representing fault medium. Fault 1 (F1), the mainshock fault, 
is represented by surfaces on all the blocks. Fault 2 (F2), the northernmost mainshock subfault, is represented by a surface 
shared by the pink and yellow blocks. Fault 3 (F3), the southernmost mainshock subfault, is represented by the surface shared 
by the purple and green blocks. Fault 4 (F4), the foreshock fault, is represented by surfaces on all the blocks.
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using a single GeoFEST instance to forward model the full displacement field, we run an instance of GeoFEST 
for each split node in which we assign unit slip to the split node of interest and zero slip to the others to produce 
numerical displacement Green's functions. Hence, we need two sets of 1,233 Green's functions to model two 
fault-parallel orientations of slip (strike-parallel and dip-parallel) for each of the 1,233 fault split nodes to enable 
the inversion to solve for the fault slip magnitude and rake.

3.3. Inversion

We perform a damped, bounded least squares linear inversion to solve for fault slip and rake. We scale our Green's 
functions matrix and displacement data using data uncertainties and achieve a smooth slip distribution by impos-
ing a Laplacian smoothing operator (Freymueller et al., 1994; Hashima et al., 2016; Jónsson et al., 2002; Maerten 
et al., 2005). The equation minimized is as follows:

𝐹𝐹 (𝑠𝑠𝑠 𝑠𝑠) = |𝐺𝐺′
𝑠𝑠 − 𝑑𝑑

′|
2
+ 𝑠𝑠

2|𝐿𝐿𝑠𝑠|
2 (2)

where G′ is the weighted Green's functions matrix, s is the fault slip array, d′ is the weighted 3D surface displace-
ments array, α is the damping parameter, and L is the smoothing operator, also known as the roughness matrix. 
Weighting is performed using the errors computed from the fused data. We construct L adapting the method in 
Maerten et al. (2005). We prevent nonphysical retrograde fault slip by constraining our strike-slip and dip-slip 
bounds from 0 to 7 m. The rake can be made to vary by 90° by estimating linear combinations of Green's func-
tions for the strike-slip component and the dip-slip component. We constrain our mainshock fault rake from −90° 
to −180° (right-lateral, normal motion) and our foreshock fault rake from 0° to 90° (left-lateral, reverse motion). 
To determine α, we compute a trade-off curve by plotting variance reduction, Φ, and roughness, ρ, for α values 
of 0–0.9, in increments of 0.1.

Φ = 1 −
(𝑑𝑑 − 𝐺𝐺𝐺𝐺)

𝑇𝑇
(𝑑𝑑 − 𝐺𝐺𝐺𝐺)

𝑑𝑑𝑇𝑇 𝑑𝑑
 (3)

𝜌𝜌 = (𝐿𝐿𝐿𝐿)
𝑇𝑇
𝐿𝐿𝐿𝐿 (4)

Figure 7. Lame parameters, (a) λ and (b) μ, for heterogeneous rheology finite element model.
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3.4. Geodetic Data Integration

The geodetic data used for the inversion includes differential interferometric synthetic aperture radar (DInSAR) 
LOS displacements from ascending and descending Sentinel-1 A/B (S1A/B) interferograms, 3D displacements 
derived from pixel offsets from the ascending and descending S1A/B SLCs, and static GNSS 3D displacements 
from NGL GPS Coseismic Displacement 5 min Solutions. We incorporate all of the geodetic displacement data 
by expanding on the DInSAR-GNSS velocity integration method developed by Samsonov and Tiampo (2006) 
and described thoroughly in Samsonov  (2007), Samsonov et  al.  (2007), Samsonov et  al.  (2008), and Corsa 
et  al.  (2022). The data integration method is based on a Bayesian statistical approach in which an unknown 
parameter of an energy function is estimated by searching for its minimum (Stan, 2001). The energy function is 
as follows:

𝑈𝑈 (𝑏𝑏∕𝑎𝑎) =

𝑁𝑁∑

𝑖𝑖=1
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2
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with coefficients

𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎

𝐿𝐿𝐿𝐿𝐿𝐿
=

1

2
(
𝜎𝜎𝑎𝑎𝑎𝑎𝑎𝑎

𝐿𝐿𝐿𝐿𝐿𝐿

)2 , 𝐶𝐶𝑑𝑑𝑎𝑎𝑎𝑎

𝐿𝐿𝐿𝐿𝐿𝐿
=

1

2
(
𝜎𝜎𝑑𝑑𝑎𝑎𝑎𝑎

𝐿𝐿𝐿𝐿𝐿𝐿

)2 ,

𝐶𝐶𝑃𝑃𝐿𝐿
𝑥𝑥 =

1

2
(
𝜎𝜎𝑃𝑃𝐿𝐿
𝑥𝑥

)2 , 𝐶𝐶𝑃𝑃𝐿𝐿
𝑦𝑦 =

1

2
(
𝜎𝜎𝑃𝑃𝐿𝐿
𝑦𝑦

)2 , 𝐶𝐶𝑃𝑃𝐿𝐿
𝑧𝑧 =

1

2
(
𝜎𝜎𝑃𝑃𝐿𝐿
𝑧𝑧

)2 ,

𝐶𝐶𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿
𝑥𝑥 =

1

2
(
𝜎𝜎𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿
𝑥𝑥

)2 , 𝐶𝐶𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿
𝑦𝑦 =

1

2
(
𝜎𝜎𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿
𝑦𝑦

)2 , 𝐶𝐶𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿
𝑧𝑧 =

1

2
(
𝜎𝜎𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿
𝑧𝑧

)2

 (7)

where σ is the standard deviation for the measurements, 𝐴𝐴 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎

𝐿𝐿𝐿𝐿𝐿𝐿
 and 𝐴𝐴 𝐴𝐴𝐴𝐴𝑑𝑑𝑑𝑑

𝐿𝐿𝐿𝐿𝐿𝐿
 are the interferogram LOS displacements, 

𝐴𝐴
[
𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎

𝑥𝑥 , 𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎
𝑦𝑦 , 𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎

𝑧𝑧

]
 and 𝐴𝐴

[
𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑

𝑥𝑥 , 𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑
𝑦𝑦 , 𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑

𝑧𝑧

]
 are the unit vectors pointing from the ground to the satellite, 𝐴𝐴

[
𝑑𝑑𝑃𝑃𝑃𝑃
𝑥𝑥 , 𝑑𝑑𝑃𝑃𝑃𝑃

𝑦𝑦 , 𝑑𝑑𝑃𝑃𝑃𝑃
𝑧𝑧

]
 

are the 3D displacements from SAR pixel offsets, and 𝐴𝐴
[
𝑑𝑑𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺
𝑥𝑥 , 𝑑𝑑𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺

𝑦𝑦 , 𝑑𝑑𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺
𝑧𝑧

]
 are 3D GNSS displacements. For a 

detailed explanation of the method and the error computation of the integrated measurements, see Text S1–S7 in 
Supporting Information S1. We consider the decoherence in the fault near-field region of the interferograms by 
disregarding displacements in nodes with coherence values less than 0.4. Figure 8 shows the data combinations 
used for the inversion for individual nodes.

4. Results
We investigate the impact of the geodetic data source and rheological complexity on the inversion performance 
by comparing six inversion types. The first three inversion types share the homogeneous rheology but differ in 
geodetic data source. The first inversion type, henceforth named PO inversion, only utilizes the 3D displacements 
derived from the pixel offsets. The second inversion type, henceforth named PO_ASC_DSC inversion, uses the 
3D displacements resulting from the integrated ascending and descending DInSAR with the pixel offsets. The 
third inversion type, henceforth named PO_ASC_DSC_GNSS inversion, uses the 3D displacements resulting 
from the integrated ascending and descending DInSAR with the pixel offsets and GNSS data. Similarly, the 
remaining three inversions also differ in the geodetic data source but share the heterogeneous rheology type.

Table 2 illustrates how integrating the data reduces the mean sigma of the datasets. Fusing the ascending and 
descending interferograms with the pixel offsets has the largest impact in x direction, followed by the z direction, 
and then the y direction. Fusing the GNSS data with the interferograms and pixel offsets does not impact the final 
fused data sigmas.
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We derive lateral displacements from fault transects 3 km in length and in 
half kilometer intervals along the primary mainshock fault segment (F1) and 
the foreshock fault (F4). Figure 9 shows how the PO observations result in 
larger lateral displacements near the mainshock where maximum lateral slip 
occurs while the PO_ASC_DSC and PO_ASC_DSC_GNSS observations 
result in larger displacements at the ends of the mainshock fault rupture. The 
PO observations result in larger lateral displacements for the overall fore-
shock fault.

We compute the trade-off curves for the six inversion types. The trade-off 
curves (see Text S1–S7 in Supporting Information S1) indicate the preferred 

Figure 8. Model surface node plot of data types used for fused data PO_ASC_DSC_GNSS inversion.

Data σx σy σz

PO 0.06 0.14 0.04

PO_ASC_DSC 0.03 0.13 0.02

PO_ASC_DSC_GNSS 0.03 0.13 0.02

Note. PO, Pixel offsets; ASC, Ascending interferogram; DSC Descending 
interferogram.

Table 2 
Sigmas for Pixel Offset Data and Integrated Data
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α is 0.2 for POHOM and POHET and 0.3 for PO_ASC_DSCHOM, PO_ASC_DSCHET, PO_ASC_DSC_GNSSHOM, and 
PO_ASC_DSC_GNSSHET.

The average rake and its standard deviation is computed for the nodes with half meter of net-slip or greater 
(Table 4). In all inversions, the mainshock faults exhibit right-lateral slip with a normal component while the fore-
shock fault exhibits left-lateral slip with a reverse component (Figure 10). The mainshock secondary fault strands 
(F2, F3) have a larger normal component compared to the primary mainshock strand (F1). The inversion type 
that exhibits the highest maximum slip is POHOM, with a maximum slip of 8.9 m on the northernmost secondary 
fault strand (F2), at a shallow depth of 2 km. The other homogeneous FEM inversions result in a maximum slip 
of 6.9 m over two localized regions on the mainshock fault strand (F1), at depths of 2–10 km. For all heteroge-
neous FEM inversions, the maximum slip of 7.2–7.4 m occurs on the northernmost mainshock secondary fault 
strand (F2) at a depth of 4 km. All of the inversions show a region of high slip below the mainshock hypocenter 
at 18 km depth. The spatial extent of this deep slip decreases with the inclusion of additional geodetic data and 
is the least apparent in PO_ASC_DSC_GNSSHET. For the foreshock fault (F4), the highest slip occurs at its SW 
edge. All inversions have 6.9 m of maximum slip between 7 and 15 km. The homogeneous FEM inversions show 
a smoother foreshock slip distribution compared to the heterogeneous FEM inversions. It is worth noting that 
the PO inversions show edge effects at depth for all faults while the PO_ASC_DSC and PO_ASC_DSC_GNSS 
inversions only show significant edge effects at depth for the foreshock fault (F4).

Of the six inversion types, POHOM and POHET have the poorest fit, with a variance reduction of 7% less than the 
other inversion types (Table 3). PO_ASC_DSCHOM and PO_ASC_DSC_GNSSHOM have the best fit with a vari-
ance reduction at 94.9% followed by PO_ASC_DSCHET and PO_ASC_DSC_GNSSHET at 94.8%.

Our favored model is the PO_ASC_DSC_GNSSHET model (Figure 11) with a smoothing factor, alpha, of 0.3 
bounded by 7  m of strike and dip slip, which simulates the overall observed displacement well, featuring a 
variance reduction of 95% (Figure 12). The randomly scattered, low amplitude residuals, including those in the 
near-field, support the validity of our model. A small bias from orbit error and atmospheric effects is not detecta-
ble in the residuals, and is therefore neglected. The majority of the variance is localized within a kilometer of the 
fault where our optimal slip model deviates from the observations by 2.2 m in the north-south direction, 0.9 m in 
the east-west direction, and 0.6 m in the vertical direction.

Figure 9. Lateral displacements derived from pixel-offsets (PO), fused PO_ASC_DSC, and fused PO_ASC_DSC_GNSS 
observations and our preferred model, PO_ASC_DSC_GNSSHET. Also plotted are the mainshock epicenter (red star) and 
surface fault rupture (heavy black line).
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Figure 10. Derived fault slip distributions for (a) mainshock (F1) and (b) foreshock (F4) faults. Bottom left figure is a bird's eye view of the faults showing the 
approximate vantage points for NE (F1) and SE (F4) viewing perspectives of the faults.
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Although PO_ASC_DSC_GNSSHET has a lower variance reduction relative 
to PO_ASC_DSC_GNSSHOM (94.8% vs. 94.9%), we favor the PO_ASC_
DSC_GNSSHET model because it results in moment magnitudes more closely 
corresponding to those obtained using seismic data. The resulting moment 
magnitudes, assuming a constant shear modulus of 30 GPa, are 8.09 and 7.66 
for the mainshock and foreshock of the PO_ASC_DSC_GNSSHET model 
and 8.12 and 7.69 for the mainshock and foreshock of the PO_ASC_DSC_
GNSSHOM model. The resulting moment magnitudes, assuming a variable 
shear modulus are 7.10 and 6.67 for the mainshock and foreshock of the 
PO_ASC_DSC_GNSSHET model and 7.13 and 6.70 for the mainshock and 
foreshock of the PO_ASC_DSC_GNSSHOM model.

The PO_ASC_DSC_GNSS inversions resulted in the mainshock faults 
strands having a greater dextral component than normal component 
compared to the PO inversion for the mainshock fault strands (F1, F2, 
F3). Inversely, the foreshock fault strand (F4) showed average slip closer 
to sinistral slip than oblique slip in the PO_ASC_DSC_GNSS inversion. 

The PO_ASC_DSC_GNSS and PO_ASC_DSC inversions result in a lower rake standard deviation for all 
the mainshock fault strands, indicating that the mainshock slip model is better constrained relative to the PO 
inversion.

In terms of computational time, computing a complete set of Green's functions took approximately 9.5 hr on a 
machine with a 16 GB of RAM and a 2.5 GHz Intel dual-core i7 processor. The Green's functions only need to 
be computed once for each rheology type and are used for all subsequent inversions. Once all Greens's functions 
(strike-slip and dip-slip) are computed, the inversion itself takes approximately 4 hr.

5. Discussion
5.1. Observations

To evaluate how well our geodetic data observations represent ground-based field observations, we compare 
lateral displacements for the various data types (Figure  9) to the cumulative mean-displacement curves in 
Duross et al. (2020). Our geodetic data observations and ground-based field observations both exhibit maximum 
lateral displacements of 4+ meters near the mainshock. The cumulative mean-displacement curves in Duross 
et al. (2020) show a peak right-lateral displacement of 4+ meters in the same approximate location as our peak 
of 4.4 m. Similarly, the peak left-lateral displacement of 0.7 m is located in the same region as our peak of 

1.1  m. Our mean right-lateral displacement is 2.2  m compared to Duross 
et al. (2020)'s 1.2 m. Our mean left-lateral displacement is 0.8 m compared to 
Duross et al. (2020)'s 0.3 m. Our PO_ASC_DSC and PO_ASC_DSC_GNSS 
geodetic observation sources also show the double-peak foreshock displace-
ment distribution observed in Duross et  al.  (2020), with the highest peak 
closest to the primary mainshock fault.

Along the southernmost end of the mainshock fault, both also show lateral 
displacements between 1 and 1.5 m. Our geodetic data observations over-
estimate the field observations by 0.5–1.5 m at the northwestern end of the 
mainshock fault. This discrepancy initiates at the right-step north of the 
mainshock epicenter and continues northward.

Our geodetic data observations cannot replicate the highest displacements 
(5+ meters) observed in the field partly due to the sampling our pixel offsets. 
Our near-field pixel offset displacements are not point measurements, but a 
representation of average displacement over half a kilometer. This is in agree-
ment with 3 m sampled Planet Labs offsets (Milliner & Donnellan, 2020) 
which also underestimate the ground-based displacements. WorldView and 
Pleiadades pixel offsets, sampled at half a meter, successfully capture and 
even exceed the highest field observations (Antoine et al., 2021).

Data Alpha Variance reduction (Φ)
Roughness 

(ρ)

POHOM 0.2 87.7% 3,760

POHET 0.2 87.5% 3,862

PO_ASC_DSCHOM 0.3 94.9% 2,279

PO_ASC_DSCHET 0.3 94.8% 2,383

PO_ASC_DSC_GNSSHOM 0.3 94.9% 2,281

PO_ASC_DSC_GNSSHET 0.3 94.8% 2,387

Note. PO, Pixel offsets; ASC, Ascending interferogram; DSC, Descending 
interferogram; HOM, Homogeneous rheology; HET, Heterogeneous 
rheology.

Table 3 
Inversion Results

POHOM PO_ASC_DSCHOM PO_ASC_DSC_GNSSHOM

F1 −173 ± 20 −175 ± 16 −175 ± 16

F2 −157 ± 34 −172 ± 16 −171 ± 16

F3 −153 ± 37 −173 ± 13 −172 ± 14

F4 7 ± 17 10 ± 23 10 ± 23

POHET PO_ASC_DSCHET PO_ASC_DSC_GNSSHET

F1 −172 ± 21 −175 ± 15 −175 ± 15

F2 −156 ± 35 −170 ± 18 −170 ± 19

F3 −158 ± 33 −174 ± 12 −174 ± 12

F4 7 ± 19 9 ± 22 9 ± 22

Note. PO, Pixel offsets; ASC, Ascending interferogram; DSC, Descending 
interferogram.

Table 4 
Average Inverted Rake and Standard Deviations for Homogeneous and 
Heterogeneous Rheology Finite Element Model Fault Strands
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Figure 11. Derived preferred fault slip distribution, PO_ASC_DSC_GNSSHET, for mainshock (F1, F2, F3) and foreshock 
(F4) faults. Bottom left figure is a bird's eye view of the faults showing the approximate vantage points for NE (F1, F2, F3) 
and SE (F4) viewing perspectives of the faults. Also plotted are the projected relocated hypocenters for the mainshock and 
foreshock events from Shelly (2020).
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5.2. Model Comparisons

We assess the impact of complex rheology and alternative geodetic data sources on the FEM inversion by analyz-
ing variations in the inverted net slip distributions (Figures 13 and 14). A noteworthy feature in Figure 13 is the 
consistency of the scale, magnitude, and location of the variabilities when comparing rheology models across 
the three data types. The similarities suggest the rheology is largely responsible for these small wavelength 
variations, which is intrinsic to complex rheology. Small differences in variations across the data types are 
observed near the mainshock hypocenter for POHET−HOM versus PO_ASC_DSCHET−HOM and POHET−HOM versus 
PO_ASC_DSC_GNSSHET−HOM. Larger wavelength differences in variations for PO_ASC_DSCHET−HOM and  

Figure 12. XY mesh plane near-field view of 3D displacement observations (top), model estimates (middle), and residuals (bottom) for our preferred model, PO_
ASC_DSC_GNSSHET. Our preferred model uses the heterogeneous rheology and the fused observations derived from pixel offsets, interferograms, and GNSS data. 
Overlaid are the surface traces of our fault model.
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PO_ASC_DSC_GNSSHET−HOM are observed at depths below 15 km Figure 14 highlights variations in the inverted 
net slip between our preferred model, PO_ASC_DSC_GNSSHET, and the other heterogeneous models, POHET and 
PO_ASC_DSCHET. Significant large scale variations are visible between our preferred model and POHET. Large 
scale, but less significant variations are observed between our preferred model and PO_ASC_DSCHET at depths 
below 10 km for the mainshock faults and at a depth of 5 km for the foreshock fault.

Edge effects for all of mainshock faults are more apparent in the PO inversions compared to the PO_ASC_DSC and 
PO_ASC_DSC_GNSS inversions (Figure 10). This, along with the aforementioned slip variations at depth observed 
for POHET versus PO_ASC_DSCHET and PO_ASC_DSC_GNSSHET (Figure 14), suggest the ascending and descend-
ing LOS DInSAR displacements constrained the far-field observations, reducing edge effects resulting from the 
model's inability to estimate the complete deformation field using short-wavelength displacement measurements. 
Furthermore, the slip variations observed for PO_ASC_DSCHET versus PO_ASC_DSC_GNSSHET (Figure  14) 

Figure 13. Heterogeneous and homogeneous finite element model variability in derived fault slip distributions for (a) mainshock and (b) foreshock faults. Bottom left 
figure is a bird's eye view of the faults showing the approximate vantage points for (a) NE and (b) SE viewing perspectives of the faults.
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Figure 14. Fault slip distribution difference between preferred model, PO_ASC_DSC_GNSSHET, and POHET and PO_ASC_DSCHET for (a) mainshock and (b) 
foreshock faults. Bottom left figure is a bird's eye view of the faults showing the approximate vantage points for (a) NE and (b) SE viewing perspectives of the faults.
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suggest the GNSS displacements further constrained the far-field observations 
despite the lack of near-field stations and their general sparse coverage for this 
region. For the foreshock fault (F4), the edge effects are reduced relative to 
PO_ASC_DSCHET but persist in the PO_ASC_DSC_GNSSHET inversion. We 
attribute this to the overly simplified modeling of this fault strand.

5.3. Preferred Model

Our preferred model is consistent with the UNR GPS Coseismic Displace-
ment 5  min Solutions in the horizontal direction (Figure  15). Assuming 
a variable shear modulus, we infer geodetic moments of Mw 7.10 and Mw 
6.67 for the mainshock and foreshock, respectively. The mainshock geodetic 
moment coincides with GCMT values while the foreshock geodetic moment 
is slightly higher. We attribute the discrepancies in the foreshock geodetic 
moments to the significant edge effects on the west most portion of the fault 
resulting from the oversimplification of the foreshock fault geometry.

The majority of our preferred model misfit is localized within a kilometer 
of the fault where our optimal slip model deviates from the observations 
by 2.2 m in the north-south direction, 0.9 m in the east-west direction, and 
0.6 m in the vertical direction (Figure 12). The lateral displacements derived 
from our preferred model (Figure 9) reach the same maximum value of 2 m 
observed in the fused PO_ASC_DSC_GNSS data just north of the step-over 
but underestimate the observations by half a meter within the step-over 
and by a maximum of 1.2 m south of the epicenter where maximum lateral 
displacement is observed. The near-field misfit potentially can be attributed 
in part to the smoothing of the fault rupture, resulting in a slight but signifi-
cant deflection from the original mapped fault surface traces (Figure 6) that 
coincides with the regions of maximum misfit. Jin and Fialko (2020) attribute 
similar near-fault misfit to the likely violation of elastic deformation (Fialko 
et al., 2005; Kaneko & Fialko, 2011; Simons et al., 2002; Xu et al., 2016).

We compare the aftershock density and the slip distribution using the relocated 
earthquake catalog from Shelly  (2020). Figure 16 shows the slip contours are 
bounded by the mainshock hypocenter and the mainshock aftershocks, as seen 
by Ross et al.  (2019), Tung et al.  (2021), and Wetzler et al.  (2018). The high 
density aftershock regions are correlated with regions of a low Poisson's ratio and 
a high elastic and shear modulus gradient (Figure 17). Past work has shown that 
gradients in material properties can be considered as additional body forces and 
thus impact inverted slip magnitude and distribution (Hsu et al., 2011; Williams 
& Wallace, 2018). The regions of maximum slip are co-located with low and high 
Poisson's ratio anomalies. The hypocenter is located above an elevated Poisson's 
ratio and elastic modulus body at 5–8 km depth. This body also appears to perturb 
the saddle-like fault slip surrounding the hypocenter. The slip perturbation persists 
in both the heterogeneous and homogeneous PO_ASC_DSC_GNSS models 
(Figure 10). The slip terminates at a depth of 14 km, characterized by a decrease 
in both the shear modulus and Young's modulus and an increase in Poisson's ratio.

Overall, our foreshock and mainshock slip distribution is confined to the 
uppermost 10 km, which is in accordance with the maximum depth of the 
seismogenic zone in this region (Ross et al., 2019).

Our preferred mainshock finite fault model is most similar to that of the model presented in Qiu et al. (2020). Our 
models both show regions of total slip greater than 7 m, in contrast to the 4–6 m of maximum total slip presented 
in other studies (Barnhart et al., 2019; Feng et al., 2020; Liu et al., 2019; Magen et al., 2020). Another similarity 
between the Qiu et al. (2020) model and ours is the deep slip between 15 and 20 km depth below and north of the 

Figure 15. Plots comparing our preferred model's estimated horizontal 
displacements with those from UNR GPS Coseismic Displacement 5 min 
Solutions (triangle arrows) for (a) innermost ±50 km and (b) fault near-field. 
Arrow direction is direction of horizontal displacement, arrow color is 
magnitude of horizontal displacement, and arrow length is constant. Overlaid 
with original fault surface traces (SCEC Ridgecrest Event Response Page, 
Mike Oskin).
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Figure 16. Aftershock density plot of relocated earthquakes above magnitude 1 and shallower than 25 km, overlaid with slip 
contours for our preferred model, PO_ASC_DSC_GNSSHET. For A, the density plot is comprised of M7.1 aftershocks. For 
B, the density plot is comprised of M6.4 aftershocks and M7.1 foreshocks. Bottom left figure is a bird's eye view of the faults 
showing the approximate vantage points for (a) east and (b) south viewing perspectives of the faults. Also plotted are the 
corresponding relocated hypocenters (Shelly, 2020) as black dots with the relocated mainshock hypocenter as a red sphere.
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mainshock. A noteworthy feature present in our preferred model and in Qiu et al. (2020) and Jin and Fialko (2020) 
is a region of large slip north of the epicenter. The slip of Jin and Fialko (2020) for this region is a maximum of 
5 m, while the slip presented in Qiu et al. (2020) more closely resembles the 7+ meters of slip produced in our 
inversion. Our common use of S1-A/B slant range pixel offsets in the inversion indicates that these near-field 
observations constrain the localized subsidence associated with the pull-apart basin bounded by F2.

Our preferred model exhibits a significant slip reduction of 37% in the uppermost kilometer, a behavior observed 
in geodetic slip inversions known as shallow slip deficit (SSD) (Brooks et al., 2017; Fialko et al., 2005; Kaneko 
& Fialko, 2011; Simons et al., 2002; Wei et al., 2015; Xu et al., 2016). Xu et al. (2016) summarizes the poten-
tial sources of SSD as (a) lack of data coverage close to the surface rupture, (b) smoothness regularization, 
(c) postseismic afterslip, interseismic slip, or triggered slip compensation, and (d) inelastic yielding. Through 
the inclusion of high-resolution (half kilometer) 3D displacements derived from SAR pixel offsets, we resolve 
displacements close to the fault rupture to minimize artificial SSD. We compare average slips over one kilometer 
depth intervals for the primary mainshock for various smoothing factor values, maximum slip bounds, and rheo-
logical complexity (see Text S1–S7 in Supporting Information S1). We find that neither varying the smoothing 
factor, nor changing the maximum slip bounds, nor changing the complexity of rheological parameters impacts 
the resulting inverted average shallow slip within the uppermost kilometer. Our results strongly suggest SSD 
observed in the topmost kilometer is likely due to the inability of our elastic model to fully account for the behav-
ior of near-surface materials and associated non-elastic deformation.

6. Conclusions
In this study, we present the application of a high-resolution 3D FEM approach to inverting for fault slip and 
rake of the 2019 Ridgecrest earthquake sequence. We perform a joint inversion for the mainshock and fore-
shock events using Sentinel-1 A/B pre- and post-seismic SLCs and coseismic GNSS data. Using the SLCs, we 
derive coseismic ascending and descending interferograms and pixel offsets. We perform six inversions, half 
with homogeneous rheology and the other half with complex rheology from the SCEC CVM. For each rheology 
type, we compare the inversion results for three 3D displacement types: (a) from ascending and descending pixel 
offsets, (b) from fusing 3D displacements from pixel offsets with ascending and descending interferograms, and 
(c) from fusing 3D displacements from pixel offsets and GNSS data with ascending and descending pixel offsets. 

Figure 17. Structural relations overlaid with mainshock slip contours (F1, F2, F3) for our preferred model, PO_ASC_DSC_
GNSSHET. Also plotted is the relocated hypocenter for the mainshock event from Shelly (2020).
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Our optimal slip model utilizes the fused pixel offsets, interferograms, and GNSS data, along with complex 
rheology, max slip bounds of 7 m, and a smoothing factor of 0.3. While it is possible to replicate our observations 
using a smaller smoothing factor (alpha) and homogeneous rheology, our proposed optimal slip model with a 
smoothing factor of 0.3 better represents the expected physical behavior of a fault and also more closely repli-
cates the seismically derived moment magnitudes for the event. We acknowledge our model does not replicate 
the 5+ meters of maximum lateral displacement observed in the field (Duross et al., 2020) and in WorldView and 
Pleidas optical satellite images (Antoine et al., 2021). Future avenues of research include exploring the impact of 
the mesh resolution, data sampling, material gradients, and fault complexity on the inverted shallow slip. Future 
work would also include adding optical imagery and fault rupture estimates into our fused observations to better 
replicate field measurements.

Although DInSAR LOS displacements decorrelate in the fault's near-field, they provide a valuable contribution 
to slip inversions in its role in constraining the far-field motion. Pixel offsets provide valuable information on the 
larger amplitude near-field displacements. Integrated DInSAR LOS displacements and pixel offsets can more 
accurately capture the displacement of an earthquake in both the near-field and far-field. Our results offer compel-
ling evidence to suggest that for semi-arid regions, the open access Sentinel-1 SLCs can effectively be used for 3D 
finite fault modeling provided both ascending and descending data acquisitions exist. Similarly, GNSS displace-
ments also play an important role in the inversion. In our inverted slip comparison, we demonstrate that including 
GNSS data in the fused 3D displacements results in longer wavelength slip variations at depth. We observe that 
the GNSS displacements further constrained the far-field observations despite the lack of near-field stations and 
their general sparse coverage for this region. This highlights the need to increase station density in California to 
improve earthquake characterization. The complete displacement field allows for a comprehensive inversion of the 
fault slip at all depths.

Our inverted slip is influenced by Poisson's ratio anomaly bodies for both homogeneous and heterogeneous FEMs. 
Bodies with a decreased Poisson's ratio bound regions of high slip while bodies with an increased Poisson's ratio 
perturb regions of high slip.  Furthermore, we show aftershock deficiency in areas of high coseismic slip, also 
observed in other studies (Ross et al., 2019; Wetzler et al., 2018). The extent of the majority of our  slip is co-located 
with a 14 km deep feature characterized by a sharp increase in Poisson's ratio and a sharp decrease in Young's modu-
lus and shear modulus which we interpret as the bottom of the seismogenic zone. In comparing inverted slip models, 
we show that complex rheology introduces small wavelength variations in our inverted slip. Our near-field misfits, 
which persist in both homogeneous and heterogeneous inversions, suggest that capturing the complex fault geometry 
has a stronger influence on the inverted solution than rheology when using high-resolution, near-field geodetic data.

In contrast to other studies of this event, our study results in a more complete slip distribution throughout the 
entire seismogenic zone, uniquely made possible by our efficient FEM approach. We found higher slip values with 
respect to those reported by Pollitz et al. (2020); Liu et al. (2019); Barnhart et al. (2019); Goldberg et al. (2020); 
Magen et  al.  (2020); Jin and Fialko  (2020); Wang et  al.  (2020) and uniquely reproduce a region of localized 
subsidence. Our SSD analysis suggests the 37% reduction in slip observed in the uppermost kilometer is likely 
due to our elastic model. We also learn that the maximum slip bounds applied to the geodetic inversion can 
cause artificial SSD. Once the mesh and observations were finalized, preparing and running the inversion for this 
high-resolution example took less than 24 hr, including the computation of Green's functions. Once the Green's 
functions are computed, updating the inversion is accomplished in a matter of hours. The FEM inversion method 
allows new geodetic data to be easily incorporated without having to recompute the Green's functions. In conclu-
sion, our high-resolution FEM approach utilizing complex fault geometry, complex rheology, and the open access 
Sentinel-1 SLCs and GNSS data provides an accurate and more detailed characterization of the 2019 Ridgecrest 
earthquake sequence.

Data Availability Statement
The Sentinel-1 SLCs can be downloaded from the European Space Agency (ESA) Copernicus Open Access 
Hub (https://scihub.copernicus.eu/) and the Alaska Satellite Facility (ASF) Vertex Data Search portal (https://
search.asf.alaska.edu/). The kmz file of the fault surface traces is available at the SCEC Response Site for the 
Ridgecrest event (https://response.scec.org/sites/default/files/Ridgecrest%20Surface%20Ruptures_0.kmz). This 
material is based on services provided by the Geodetic Facility for the Advancement of Geoscience (GAGE) 

https://scihub.copernicus.eu/
https://search.asf.alaska.edu/
https://search.asf.alaska.edu/
https://response.scec.org/sites/default/files/Ridgecrest%20Surface%20Ruptures_0.kmz
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Facility, operated by UNAVCO, Inc. with support from the National Science Foundation (NSF) and the National 
Aeronautics and Space Administration (NASA) under NSF Cooperative Agreement EAR-1724794. The Nevada 
Geodetic Laboratory (NGL) Global Positioning System (GPS) Coseismic Displacement Rapid 5 min Solutions 
for the Ridgecrest 6.4 and 7.1 events can be downloaded from http://geodesy.unr.edu/news_items/20190705/
ci38443183_forweb.txt and http://geodesy.unr.edu/news_items/20190707/ci38457511_forweb.txt, respec-
tively. PyVista software (Sullivan & Kaszynski, 2019) was used for plotting mesh figures. The SCEC Unified 
Community Velocity Model (UCVM) software (Small et al., 2017) was used to download CVM-S4.26 data. The 
presented 3D displacement observations and estimations for our mesh surface nodes can be downloaded from 
the Zenodo data repository (https://doi.org/10.5281/zenodo.6364437 ). Observed data set includes 3D displace-
ments in meters from pixel offsets (PO), from fused pixel offsets, ascending DInSAR, and descending DInSAR 
(PO_ASC_DSC), and from fused pixel offsets, ascending DInSAR, descending DInSAR, and GNSS (PO_ASC_
DSC_GNSS). Estimated data set includes 3D displacements in meters resulting from our final inversions using 
the aforementioned three data set types for both the homogeneous (HOM) and heterogeneous (HET) rheology 
types. X, Y, Z coordinate values for node locations are in kilometer distance from Ridgecrest mainshock epicenter 
(35.770 N, 117.599 W).
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